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ABSTRACT

The main objective of this paper is to train systesuch that the systems itself will guide the défaly abled
people to perform their activities(tea, coffee,dnr& etc...). This paper provides a way in which eystwill remind the
person to perform the activity which is adaptiveth@ behavior changes by combining classificatiod alustering
techniques. By using DBSCAN algorithm the data lisstered. DBSCAN is a density based spatial clirgjeof
applications with noise in which it finds a numbef clusters starting from the estimated densitytrihgtion of
corresponding nodes. After grouping the data, thasSian distribution algorithm is used to find thatine performed by
the differently-abled people at a maximum extenaussian distribution is a very commonly occurringntuous
probability distribution —a function that tells tipeobability that any real observation will fallteeen any two real limits

or real numbers as the curve approaches zeroluer sitle.
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INTRODUCTION

The problems faced by the "Differently-able Peopéee social interaction, language and communication
We present this paper which will minimize the peshl to some extent. Due to busy schedule of humian i
people are forgetting their daily routine. This pamill bring a solution for it in which system é$ intimates the daily
routine of the differently-abled people. The daibytine of the differently-abled people is beenaylaed and stored in the
logfile. The logfile consists of activity performetiime at which the activity is performed. Conventl Database methods
are inadequate to extract. useful information frouge data banks. Cluster analysis is one of the@mudgta analysis

methods and the DBSCAN is one of the most commasteting algorithms and also most cited in scianliterature.

REVIEW OF LITERATURE
Clustering Algorithm

Cluster analysis is the organization of a set géais into classes or clusters based on similahitiuitively,
objects within a valid cluster are more similareach other than they are to an object belonging different cluster.
The variety of techniques for representing dateasugng proximity (similarity) between data elensgrand grouping data
elements have produced a rich and often confusisgrament of clustering methods. It is importanutaerstand the
difference between clustering (unsupervised cligsgibn) and discriminate analysis (supervised sifecation) [1].
Many researchers have defined four steps for ¢lastalysis: feature selection or extraction, cluatgorithm design and
selection, cluster validation, and result interatienh. These steps are closely related to eachr atiek affect the derived

clusters. Several researchers have given significaontribution on the study of cluster techniques.
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Roughly, these clustering algorithms can be sepdratto five general categories [1]; hierarchickistering, partition

clustering, grid-based clustering, model-basedtetirgy, and density-based clustering.
Density Based Clustering

Density based clustering methods discover clusised on the density of points in regions. Therettesity
based clustering methods are capable to produ@eaaytshapes clusters and filter out noise (ontlig] [3]. Ester et al [2]
introduced density based algorithms DBSCAN andhirrit was generalized [3] by using symmetric asfiexive binary
predicate and introduces some npatial parameter —cardinalityl. Thus the GDBSCAN algorithm can cluster point
objects as well as spatially extended objects adogrto both, their spatial and their non-spatiatfributes.
Apart from this, several variants of DBSCAN algbnit have been reported in literature. The key featfrDBSCAN
(Density-Based Spatial Clustering of ApplicationglvNoise) is that for each object of a clusteg tieighborhood of a
given radiuse has to contain at least a specified minimum numidérC of objects, i.e., the cardinality of the
neighborhood has to exceed a given threshold. Radind minimum number MinC of objects are specifigdiber. Let D
be a data set of objects, the distance functiowdsst the objects of D is denoted by DIST and gparameters areand
MinC then DBSCAN can be specified by the followidefinitions. The following definitions are adoptisdm Ester et al

2].

Definition 1: (Neighbourhood of an object). Theeighbourhood of an object p, denoted hy(p) is defined by
Ne(p)={qeD|DIST (p, q) <=}.

Definition 2: (Direct Density Reachability). An object p is ditedensity reachable from object q w.etand
MinC if |[Ne(P)| >= MinCa p e Ne (q). q is called core objeetwhen the condition [N(P)| >= MinC holds.

Definition 3: (Density Reachability). An object p is densityrealsle from an object g w.retand MinC if there is
a sequence of objects p1...pn; pl = q, pn = p swdpikl is direct density reachable from pi.

DBSCAN chooses an arbitrary object p. It begingbsforming a region query, which finds the neiglimard of
point g. If the neighborhood contains less than Globjects, then object p is classified as noiskef@tise, a cluster is
created and all objects in p’s neighborhood arequlan this cluster. Then the neighborhood of eafcp’s neighbors is
examined to see if it can be added to the clusteso, the process is repeated for every pointhis heighborhood,
and so on. If a cluster cannot be expanded furbB6CAN chooses another arbitrary unclassified atbged repeats the

same process. This procedure is iterated untilgéicts in the dataset have been placed in clustarisssified as noise.
Gaussian Distribution Algorithm

In probability theory, the normal (or Gaussian)tritisition is a very commonly occurring continuousipability
distribution—a function that tells the probabilitlyat any real observation will fall between any tveal limits or real
numbers, as the curve approaches zero on either Nmkmal distributions are extremely importantstatistics and are

often used in the natural and social sciencesef@rvalued random variables whose distributionshateknown. [4]

The normal distribution is immensely useful becaokéhe central limit theorem, which states thatder mild
conditions, the mean of many random variables inddpntly drawn from the same distribution is disiteéd
approximately normally, irrespective of the formtbé original distribution: physical quantities tlze expected to be the
sum of many independent processes (such as measremors) often have a distribution very closethie normal.
Moreover, many results and methods (such as préipagaf uncertainty and least squares parametgind)t

can be derived analytically in explicit form whéxetrelevant variables are normally distributed.



Activitiy Prediction for Differently- Abled People Using DISCAN and Gaussian Distribution 23

The Gaussian distribution is sometimes informally altbe bell curve as shown in Fig 1. However, mathngx
distributions are belhaped (such as Cauchy's, Student's, and logitig).terms Gaussian function and Gaussian
curve are also ambiguous lese they sometimes refer to multiples of the nbmligiribution that cannot be direct

interpreted in terms of probaitiés. A normal distribution

[ Dyl

ov'2n 1)

The parameten in this definition is the mean or expectation leé distribution (and also its median and mo
The parametes is its standard deviation; its variance is therets?. A random variable with a Gaussian distributie

said to be normally distributezhd is called a normal devie
Z-Score = (x)/ o (2)

If u =0 ands = 1, the distribution icalled the standard normal distribution or the moitmal distribution, and

random variable with that distributias a standard normal devi:

The normal distribution is the only absolutely donbus distribution all of whoscumulate beyond the first two
(i.e., other than the mean and variance) are zeis.also the continuous distribution with the rmaxm entropy for ¢

given mean and variance. [5][6]

The Gaussian distribution belongs to the familystdble distributions which are the attrac of sums of
independent, identically distributed distributiowhether or not the mean or variance is finite. fpxder the Gaussia

which is a limiting case, all stable distributidmsve heavy tails and infinite varian
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Figure 1: Gaussian Bell Curve

EXPERIMENTAL RESUTLS
Data Pre-Processing

For the task of clustering we are using the dataedt in the log file of a system as showntable 1.
Data consists of the activity performed by theatdhtly-abled people and the ting¢ which the activity was performs
between April 1, 2014 to April 7, 2014. Data haweb recorded only when system was used. Each reoosists of th
activity performed and the time at which the atyivivas performed. For the recorded data the DBS algorithm is

applied to form 8 clusters as shown in Figui
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Table 1: Sample Log File

Time(min) | Activities Time(min) Activities
20 Al 100 Al
30 Al 101 A2
50 Al 110 A2
70 A2 120 A2
80 A2 130 Al
90 Al 150 Al
91 A2 160 A2

Time(min) | Activities Time(min) Activities
200 A3 170 A2
210 Al 180 Al
220 Al 181 A2
221 A3 182 A3
230 A2 190 Al
235 A3 191 A2
240 A2 192 A3
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Figure 2: Clusters of Activities

For each cluster Gaussian distribution algorithnapplied to find the time at which the activity performed

maximum number of times. So that the system itseif intimate the differently-abled people to perfahe particular

activity at that time. In our paper we have shoha Gaussian distribution of few clusters. Figurd,3 and 6 shows the

Gaussian distribution of clusters c1, c2, c6, c8peetively. Similarly the Gaussian distribution che applied for

remaining clusters.
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Figure 3: Bell Curve of Cluster c1
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Figure 5: Bell Curve of Cluster c6

Figure 6: Bell Curve of Cluster c8
From the bell curves of the clusters above, thegwental result is shown in the below table 2.

Table 2: Experimental Results

Clusters Experimental Result
Cluster c1 | Intimates activity Al at time = 50 min
Cluster c2 | Intimates activity Al at time = 180 mjn
Cluster c6 | Intimates activity A2 at time = 190 mjn
Cluster c8 | Intimates activity A3 at time = 200 mjn

Table 3
Time (min) | Z-Score

20 -1.26
30 -1.01
50 -0.5

90 0.75
100 0.76
130 151
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Table 4
Time (min) Z —Score
160 -1.07
170 -0.66
180 -0.24
190 0.165
230 1.821
Table 5
Time (min) | Z- Score
150 -1.5
180 -0.1
190 0.34
210 1.27
Table 6
Time (min) Z-Score
180 -1.43
200 -0.39
220 0.65
230 1.17

CONCLUSIONS

In this paper we demonstrated that how densitydakestering and Gaussian distribution can be tseglide

the differently-abled people to perform their daibutine. We believe that it will bring a revolutiary change so that the

differently-abled people can perform their adfiviindependently. In our future work we will try tdill the

communication gap between the differently-abledpteand others.
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